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Abstract: The growing number of stoichiometric reconstructions amdiels tends to change the model building process. Instead
of creating a new model from scratch scientists can look at the earlier created relevant models to assess the opinsenand con
level of other modellers. Several initiatives have been perfotmedild consensus models for particular organisms following this
approach. One of possible improvements in the model development taking into account earlier developed ones is autom
comparison of models. That is enabled by the fact that models uamallp a computer readable format to be simulated. Still
there are some problems like different ways of haming metabolites, models without formulae of metabolites, differentrapproac!
definition of compartments and other peculiarities of different nesegroups at different times.

There are several software tools that offer reconciliation or mapping of metabolites in models to assess the similatélg.oft mo

is computationally trivial to find metabolite pairs with identical names in two mo8élsvery often the comparison algorithms
lack flexibility and some work should be done by manual curation of metabolite pairs to recognize that the differened B/caus
symbols like brackets, quotes, apostrophes, spaces, upper/lower case letimilaoosies.

The proposed approach suggests combination of automated comparison with manual curation: most of possible metabolite p
are rejected by computer leaving just the most similar metabolite pairs for manual comparison. The elasticity intenetabeli
comparison is introduced using Levenstein similarity ratio and Levenstein edit distance. Application of these criteiffereith d
acceptance thresholds is analyzed comparing two models of Saccaromyces cerevisiae with 681 and 1063 mdtabektdss T

are compared with manually approved pairs of matching metabolites.

Keywords: fuzzy string comparison, edit distance, similarity ratio, metabolic networks

1. Introduction different models has been pointed o@ay et al. 201Q

The molecular processes inllseform a huge network Radulescu et 312008.
. p . hug . ' Metabolites could be compared bihemcal formula and
which makes detailed mathematical modeling and simulation

extremely difficult Gchulz et al. 2009. Genomescale name. Due to identical formulas in case of isomers
y . ) : L . (Poggendorff, 1830Dand the lack of formula in many models
reconstructions of metabolic networks and stoichiometric

models may contain thousands mitabolites and reactions the comparison of metabolite names becomes irreplaceable.

X . Still chemical formulas also canrse as additional criterion
(Thiele et al. 2013. The functions of such networks are hard . . ) .
for the human mind to comprehen@alsson 200§. The during comparison of models. If the formulas are available, it

. . o i is possible to check if they are equal for the particular pair of
g:g(rfé:smc 'EgratglscgggilebU'L?(;nglce; ar&?;i'j;?yn 20;2) ductmetabolites. Still the main criterion remains metabolite name.
o Comparison is an essential procedbefore merging or
gg‘é%loPl_nﬁgn}hggisﬁ;%ceksnso\?ﬁesé%tgkggseet %%Zl(i)\%,gPal_ssog intersecting two or more models. Some model comparison

leads to even more complex biochemical models and scientis glated functionality is proposed by existing software tools.
i P e COBRA toolbox $chellenberger et al2011) has two
often decide to model only a past genome, not the whole

metabolism Klednis andAurich, 2012, functions related to the sehrcfor duplicates and the

It is wise to look around and check what other models of o banson of two moqleli:heckCobraModel_Umque@nds
reactions and metabolites that are not unigque. The second

that particular organism exists before creating a new model Ofﬁnction isSam braModel(eceives tw rrrodells as input

; : 0 .
an organism or it’'s part. | f [ Cp Ms tRrdk & el s a.Vvail
N . . rah2ter€ an r 6[&& me- r i
is important to evaluate them and choose as starting point 2 RterS a E eftris thrdeout e true

most canprehensive model, the one with least inconsistenciesc ommon fields are | dBiffi-nimbel,
. P ’ h of differences between the two models for each field.
intersection or merge of models. The published gersraée

reconstructions of the same organism should be carefull The FAME Elux Analysis and Modeling Environment)

. . . 9 . Boele et al.2012), is a browsebased graphical interface that
compared to avo!d m|sleqd|ng gonclusm_ns. Consequently, th llows users to build, edit, run, and visualize stoichiometric
”?ed for "’?”a'ys'sa comgson, intersection and merge of models. The Fame also has comparison and merge
biomodels is growing. The demand for a method to relate
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functionality. The merge facility can be used to merge arboth models contain information about metabolites chemical
additional pathway into an existing modéfhen merging, one formula, it is possible to skip reconciliation of metabolites. An
model must be designated thmstermodel, and the other the approach of reaction comparison based on comparison of
slave modelThis is to ensure that whenever a merging conflictmetaboliteformulas has been described by MedMedniset
exists, e.g. when a reaction exists in both models but witlal.,, 2012 Mednis et al.2012. However, such approach is not
different constraints, the information in the mastedel will suitable when metabolite chemical formulas are not available.
take precedence. A software tool ModeRar (Mednis et al, 2012 for

If reactions have the same reaction ID in both models (thibiochemical network comparison can perform metabolite
is usually the case for identical reactions if both models arenapping between two models based on name similarity and
generated by the same source, such as FAME), they awgher criteria as well. The software tool also introduces three
assumed identical will be included only once. léeer, FAME  levelfiltering algorthm (Mednis and Aurich, 2012 which
has no way of knowing whether reactions are identical ifsignificantly reduces the amount of data that requires manual
neither reaction IDs nor species IDs follow the samecuration.
convention- if this is the case, both versions of the same This article is devoted to the efficiency analysis of
reaction will be included. If a reaction has been deleted fromadditional comparison criteria in application of mapping
the master mdel, but exists in the slave model, it will be in the metabolite names. The impact of filtering by similarity ratio
result of the merge operation (existing reactions overwriteand edit distance, metabolite compartments and Tlbxes:
deleted ones, as no record of deletions is kept). filtering is discussedTwo Saccharomyces cerevisiédBaker's

The above described tools do not tolerate even smaleast) models are compared to determine how the thresholds of
differences in metabolite names likbrackets, quotes, name similarity criteria impact the number of manually
apostrophes, spaces, upper/lower case letters and some megsprovable pairs
sympols which may be caused by the mpdelers_ stylg o&_ Materials and methods
defining metabolites. Therefore many pairs of identical o )
metabolites may not be recognized leading to wrongé-1. Pairwise comparison _ o
conclusions abouthe similarity of models. Some other tools _ The purpose of metabolitenapping or reconciliation

compare models in a more flexible and adaptive way. (Oberhardt et 81201)) is to find a corresponding metabolite in
Model SBMLmerge feature is provided in SemanticSBML Network B for each metabolifeom Network A (Fig. 1). _
(Krause et a).2010. SBMLmerge Schulz et al. 2006 first Comparing two lists of metabolites can be very laborious

merges the lists of elements in the annotated input files. Theince it involves the screening ddll possible element
resulting list is then searched for conflicting elements bycomb!nat!ons. Thergfore software automatlcglly rejects_ invalid
pairwise comparison, based on the identifying attributes?omb'na}tlons leaving Onl){ the most similar pairs of
including the annotations. If two conflicting elements are Metabolites for manual curation. o _
found, theirdescribing attributes are compared. The values for The algorithm of metabolites reconciliation starts with
these attributes can be identical for both conflicting elementsSreation of Cartesian produatof both lists of metabolites.
or they can differ in one or more values: if all attribute values'he result is another list containing all possibleirpeof

are identical, the elements are assumed to have the safiietabolites (Fig.1). The next step is to calculate name
biological meanig. similarities for all metabolite pairs in this list.

If both networks (models) come from the same source or

25% 75% 36% 369

§ — @-glyce‘;ate) @xo-adipate) (Buta noate) (pyruvateM)
\ 90% 30% 33% 55%
\ — <2-g|ycerate> (oxo-adipate) (Buta noate) (pyruvateM)
52% 42% 47% 94%
\ > — CZ-egcerate) (oxo-adipate) (Butanoate) (pyruvateM)
70% 20% 22% 33%
—(2-glycerate> (()xofadipate) (Butanoate) (pyruvateM)
Metabolites in Metabolites in
Network A Network B

Fig. 1. Pairwise comparison before ThredeveHiltering .

1stfilter discarded leaving onlthe mostrelevant results (Fig2). The

The 1stfilter is a set of user defined thresholds for variousedit distance can be used as a criterion. In such case, the
criteria. In the example discussed in this section, the criteriomlgorithm automatically discards pairs with edit distance above
is name similarity ratio. We used Levenstein edit distancehe threshold.
(Levenshtein 1966 and similarity ratioimplementation in The user can define also the compartment threshold.
pylevenstein Mulligan, 2013. The threshold in this example Filtering by compartmentsakes nto account the information
is 55%. It means that each pair where metabolites namesbout metabolites compartments and will automatically discard
similarity ratio is below the threshold will be automatically those metabolite pairs where the information about their
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compartments is conflicting. In a reabrld example a pair of
glucose[cytosol] and glucose[extracellular] would be The threshold for similarity between two metabolite names
discarded, but a pair withL-lysine[cytosol] and L- is a number (set by the user) ranging from 0 to 100%.
lysine[cytosollwould be spared because the compartments arExamples of similar names and their similarity ratios ated

2.2. Application of thresholds of different criteria

matching. in Table 1.
25% 5% 36% 36% Tablel.
Oxo'l adipate) — | Z.ghterate Butanomte | | pptetell Example of similarity ratio and edit distance variations for
’ ) ’ o ' different strings
90% 30% _ 3% 5% . _ — _
(glycerate)—@-glycerate} oyo-gamate | [ Butsnoste | pyruvateM String A String B SIT;',[?(;'W dilsztglrgce
52% 42% 47% 94% Bicarbonate | bicarbonate 0.9 1
> > Glucose6- Glucose six 0.8 5
te )—(2- 0xe-aampage HanDate
( prrvete ) (2 glycerate) . i [\ P phosphate phosphate
70% 20% 2% 33% Glucose6- Glucosesix- 0.9 3
lycerine )—( 2-glycerate ) oxe-dimate | | Butdnomte || puetateld phosphate phosphate
(gycenne). (gycera e) g _D > \E‘“”n”“_[“» P, L-tryptophanyl| L-Tryptophany 0.86 4
Fig. 2. Three-levekHfiltering: 1st filfer. tRNALtrp tRNA(trp)
2nd filter L-lysine L-Lysine 0.87 1
The 2nd filter discards pairs with least similarity. It is | D-glutamate | L-Glutamate 0.81 2

possible that many pairs with the same metabolite have \ypije thethreelevetfiltering algorithm does not solve the
§|m|lf1r|ty hlghrer tr:]r?n ;[ihivf/?iritsg?ld. :2 F'tg- 3bthetm_et?b°“tteprgblem ofdfully automatic comparison, it can drastically
gl ycermineto etgbyptet at gicedbdamount of data that requires. manual approval
“pyruvat eslt, wae\slmllarl—ty(MerisT Aum:ﬁtz@j)#)ollte "2
her e e. al

gl ycerate?” i s hi g h ecgonneatiorkto t [ ore. al ot her
metabolite “glycerate” are HHRSWSIGASGSSONrh e a1 gorithm ite
through all connectionsof each metabolite from Network A In the experiments described in this article two
and discards pairs with similarity le$gn highest. Saccharomyces cerevisiagBaker's yeast) models were
75% compared. The models having 904 and 1268 reactions are
. ; ) based on iIND750Fuarte et al.2004 and iLL672 Kuepfer et
@XO] a&pa@—@xo-admat@ al,, 2005. Both models have located metabolites and reactions
90% 550, in compartments. In all experiments similarity ratio threshold
~ was decreased steyise from 100% to 5% with the step size
( glycerate )—@-glycerate ; pyrvatel! . 5% (except where it is noted).
The total number of metabte pairs to process is 723903
2% 94% and is formed by a multiplication of metabolite humbers in
— 2ghyterate both models- 1063 and 681. In this case the maximal possible
) Y ) number of valid pairs (MPNVP) can not exceed 681 as that is
o

the number of metabolites in the smalle®idel. The effect of

all the three filters at different similarity ratio thresholds (Fig.

Fig. 3. Three-levekiiltering: 2 nd filfer. 5) indicate almost linear increase of filter 1 passing metabolite

ard filt pairs. Threshold “0” means th

ra fiter Therefore the curve reaches ttwal number of metabolite

The 3rd filter also discards pairs with least similarity. pairs when threshold is low. The curves of 2nd and 3rd filter

While the 2nd filter eliminates multiple connections to the stop growing when the threshold is below 40%. Thus the 1st

same metabolite in Network A (Fig. 3he 3rd filter does the filter functions as a préliter and the realistic number of

same thing, but in opposite direction. It eliminates multiplecombinations for manual comparison is deteedirby 2nd

connections to the same metabolite in Network B byand 3rd filter.

discarding pairs with similarity ratio less than highest (Fig. 4).

( glycerine ) — @-glycerate)

Final metabolite mapping between
Network A and Network B

@xo'l adnpa@ — Gxoffpate) @xo‘] adipa@ — Coxofﬁpate)

90% 90%

( glycerate )— CZ-egcerateD\ ' > ( glycerate >—<Z-glycerate>

94% 94%

( pyruvate ) — (pyruvateM) ( pyruvate > — <pyruvateM>

70% )

( glycerine )—CZ-egcerate — v s

Fig. 4. Three-leveHfiltering: 3 rd filfer.
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Pairs left for manual curation
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Levenstein ratio threshold (%)
Fig. 5. The effect of threeleveliltering .

In the Fig. 5 the number of matched pairs after the 3rd filter Fig. 6. Th
at low similarity ratio threshold reaches MPNVP: maximal
number of possible pairsintroduction of compartment
criterion reduces the number of mapped pairs to 60% of
MPNVP (Fig. 6) demonstrating the high importance of correct
compartment handling during comparison. Even at the
similarity ratio threshold of 100% the number of metabolites
with identical names reduces the number of matched pairs by
half (48%) when compartments are taken into account.

Different criteria can be combined while comparing
metabolite names. Additional introduction of edit distance to
similarity ratio (compartmentsot taken into account) (Fig. 7)
reduces the number of mapped pairs.

In the Fig. 7 legendslist=100 means that edit distance
threshold were 100. Since not one metabolite had a name ¢
longer than 100 characters, it can be assumed that this-gl’()()()
threshold is disabledist=20 means that for each particular
pair of metabolites it is allowed to have 20 differemamacters.
Dist=5 means that only 5 edit operations are allowed to edit
one name into anotherif the edit distance for particular pair
of metabolites is longer, the pair is automatically discarded.

In fact the edit distance criterion removes pairs witihh
similarity ratio if the number of different symbols exceeds the
edit distance. Therefore the edit distance criterion gives effect l’;
when the similarity ratio drops below 80% because in case of
high similarity usually the number of different letters ig.lé\t
some level of similarity ratio the edit distance criterion gives
impact and prevents inclusion of metabolite pairs with high
number of different letters.

The results revealed by automatic metabolite mapping were
manually curated by a biologist. Teduce the amount of data
for manual curation, the filtering by compartments were used

100

t for manual cura

Pairs

2nd filter
3rd filter
2nd filter[C]
3rd filter[C]
MPNVP
Manually approved pairs

80 60 40 20 0

Levenstein ratio threshold (%)
e effect of filtering by compartments on 2d and
3rd filter.

2nd filter (dist=100)
2nd filter (dist=20)
2nd filter (dist=5)

3rd filter (dist=100)
3rd filter (dist=20)
3rd filter (dist=5)

MPNVP
Manually approved pairs

80 60 40 20
Levenstein ratio threshold (%)

Fig. 7. The effect of combined thresholds: similarity ratio

and edit distance

(because such information was available). During the manua}  conclusion
curation the biologist approved 407 metabolites out of 289
automatically mapped. Data used in manual curati®n
available in supplementary materials.

In case of two model comparison by metabolite names, the
total number of combinations to be compared equals to the
product of number of metabolites in both models which may
lead to thousands or millions of candidate pairs. Therefore

4
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manual compison is not a good alternative. The Comparisonldeker, T. et al. (200)). Integrated genomic and proteomic analyses of a

S At ; ; systematically perturbed metabolic netwo8icience292(5518), pp.929
by name similarity is a compromise between automatic and 34, http://dx.doi org/10.1126/science.292.5518.929

fu”}’ manual comparlson. The _major pgrt Of. possible Cand'qatﬁ’(rause F. et al.(2010. Annotation and merging of SBML models with
pairs can be rejected automatically using simple, but laborious semanticSBML. Bioinformatics (Oxford, England), 26(3), pp.422.
inspection. While thehree-leveHiltering algorithm does not http://dx.doi.org/10.1093/bicinformatics/btp642 _ _
solve the problem of fully automatic comparison, it can Kuepfer, L., Sauer, U. & Blank, M. (2005. Metabolic functions of duplicate
drasticall d th t of data that S | genes in Saccharomyces cerevisidenome researchl5(10), pp.142%
rastically reduce the amount or data that requires manual  3g nttp://dx.doi.org/10.1101/gr.3992505
curation. Levenshtein V.. (1966. Binary codes capable of correcting deletions,
Low similarity ratio threshold values (down to 0%) leave  insertions, and reversals. Soviet Phydduklady, 10(8), pp.704710.
all the work for manual Compariscmhile high values (Up to Mednis M. & Aurich, M.K. (2012. Application of string similarity ratio and
o ke i Vi ical heref . edit distance in automatic metabolite reconciliation comparing
100%) take into accoqnt only |cJ!ent|ca names. Therefore in  oconstructions  and  models. Bit-Journal 1(1), pp.1418.
case of rough comparison (for instance when many models http://dx.doi.org/10.11592/hit.121102
have to be compared) the similarity ratio threshold should b&tednis, M., Busbardis, V. & Galvanauskas, {2012. Comparison of
kept high to reduce manual curation workload. In case genomescale reconstructions using ModeRator. In  13th IEEE
d iled - h imilari i0 th h l'd hould b International Symposium on Computational Intelligence and Informatics.
etailed comparison the similarity ratio threshold should be  pqapest, pp. 784.

kept lower (5060%) to avoid rejection of potential metabolite Mednis,M., Rove, Z. & Galvanauskas, ¥2012. ModeRator a software tool

pairs_ for comparison of stoichiometric models. In 7th IEEE International
Compartments should be taken into account mapping _?mspgas:gmppogﬁophed Computational Intelligence and Informatics.
metabolites when possible to reduce the manual curation. Th@u”igan o (2'013_ pylevenshtein, Available at:

introduction of edit distance helps to filter away metabolite  http://code.google.com/p/pylevenshtein/.
pairs with number of different symbols above the thresholdOberhardt M.A. et al. (2011). Reconciliation of Genom8cale Metabolic
The effect of edit distance increase in case of Iong metabolite Reconstructions for Comparative Systems Analysis P. E. Bourne, ed.

PLoS Computational Biology 7(3), p.18.

names. http://dx.plos.org/10.1371/journal.pchi.1001116

The use of additional criteria (compartments, formulas, editalssonB.@. (2006. Systems Biology: Propes of reconstructed networks,
distance) canonly improve the quality of automatic ﬁt?m/%idge_ 10 1017/(;309758;\/161?3{)515 Press

; ot ; ; p://dx.doi.org/10.

_metabollt_es reconciliation, however, most of this data is Ofterboggendortf;l.c. (830. Annalen der Physik, J.A. Barth. Radulescu, O. et al.,
included in models. 2008. Robust simplifications of multiscale biochemical netwoBKdC
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Abstract: The principles of Precision Agriculture (PA) can be applied also to the beekeeping branch. Precision Beekeeping (P
(Precision Apiculturexan be implemented as a three phase cycle including 1) data collection, Znaégais and 3) application.

The first two phases are based information technologies in case of remote recognition. The third phase is realized manu
according to the decisions made after data collection and analysis.

This study is dedicated to thefanmation processing approaches taking into account the peculiarities of the beekeeping branch
Classification of deviations at several levels is proposed: colony level (most colonies in the same location behave; normall
apiary level (most apiaries atlotr locations behave normally); bee farm level (most apiaries of other bee farms behave normally
and regional level (most bee farms in the region do not behave norniadlg)levels of information analysis are suggested: bee
farm level (information abounhdividual colonies in different apiaries) and regional level (summary of information collected at the
level of bee farms).

Decision support systems (DSS) are proposed to automate data analysis. Continuous operation and high processing capacitit
electonics can significantly improve implementations of PB. DSS may be delegated to make some decisions automatically
request the analysis of proposed decision by a specialist in data processing or beekeeper.

Keywords: precision beekeeping, precisiapiculture, data collection, decision support system.

1. Introduction states of colonies and apiaries enadplrapid reaction by the
. o . beekeeper in case of necesgitgcepins et al., 20)2
Information and communication technologies (ICTp-pr PA branches can be analyzed as a three phase cycle

\d/tjciiér;dls}%igziglse _?;gpi%rt d?vre?ousrl::r?ts bfaﬁ%;gfrg:{%naﬂ:g pr including 1) data collection, 2) data analysis and 3) application
np ' P P Terry, 200§. These phases are at very different development
nologies and computer control enabled the development o

recision agriculture (PA) aiming to monitor and controliind tage in case of PB. Thre first two phases are closely related to
P Y 9 the information technologies while the third one usually has to

V|dua_l ag_rlcultural u_mts. The_ deflnlt_lon of Precision Agmc_u be done by a beekeeper according to the decisions made after
ture is still developing and improvindgecause technologies d ;
?ta anlysis.

that are used in PA are changing an_d comprehension abou There are quite many parameters that can be measured to
tlzc;;ett'hce"’lle%‘dhgg?sczﬁlhgpgggﬁgggeig gﬁ;ﬁlogéngnggléh%ssess the state of individual bee colonies. Still they are very
y . phasis of th . 9 different in terms of information processing and transmission.
ing soil characteristics in agricultur@gRobert and Stafford,

; ; For instance a temperature measurement returns just one
1999 to more complicated where quality of the end prOdUCtnumber that can be easily stored in memory or transmitted

?l\r/]lgB;?tFr)]ZCtetoz; tzh(()eQSenvwonment becomes  more relevan\}vh”e sound measurements request intensive processing or
PA rir)1/ci Ies:, have been adapted to several agri@iltur transmission of large amount of data.
P P P 9 The data analysis phase is the stumbling block to adoption

(McBratney et al., 2005Morais et al., 2008 Whelan and .
McBratney, 200D and forestry(Zhang et al., 20)1branches. of PA ge_n_erally(McBrat_ney etal, 2005The same applies ©
the precision beekeeping. Some data analysis based decision

The same principles can be applied also for beekeeping taking.lpport systems are reported in the literature. Most of them

a bee colony as the smallest industrial unit of interest @ be inal | level while the oth iy
keeping. Apiculture (Beekeeping) is one of the branches Ofoncentra_\te on single colony level while the others are aiming
' r benefit of larger regins involving wider community into

agriculture where precision approach is recently adapte : .
(Zacepins et al., 20)2Precision beekeeping (PB) approach isteﬁﬁﬁg{gglems and data exchange enabled by information

based on the continuous measurements of individual bee col
nies and can be applied all year round thus detecting different
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The article concentrates on the remote performance ofecognition is important because bee colonies in apiaries can
measurements, data analysis of measurements and principles left without inspection for long time if they are in
of decision support systems taking into caent the  acceptate state. (5) Wide foraging area adds complexity to the
peculiarities of beekeeping branch and opportunities offered bgontrol of bee diseases.

information technologies. A beekeeper is interested in classification of deviations at
2. Different level data based state recognition in precision ~ Several levels taking into account the above mentioned
beekeeping peculiarities and business tasks of beekeeping (Figcolony

|eve| (most colonies in the same location behave normally);

beeig;nﬁﬁreﬁagosg\%?;lbr:g&?éswc:iC?]ggﬁg:%rietg%é?g;:;gaapiary level (most apiaries at other locations behave normally);
hing P beekeeper’'s farm | evel ( most

industral Uit s a bee colony that conasts o tens of thousandie/ Ve, MOTMally) and regional level (most bee farms in the
y -Tegion do not behave normally).

of individual bees. (2) The foraging area of honey bees is . / o
i . s . . To operate with data at different levels it is necessary to
around their location within radiusf about 3 kilometres and centralize the data by it s

beeke;eper can influer)ce the feedstock by wransporting bet?ansmission technologies depending on the local
colonies to places with different nectar sources. (3) Bee

colonies usually are kept in groups with limited number of 10 circumstances 1o extract maximal benefit from any
usually pt in group . measuement. The value of a single measurement may increase
30 colonies in one location because more colonieg nuw

have sufficient amount of nectar available in the foraging aregnalyzmg Itin context with other ones.

which leads to reduced incomes per colony. (4) Remote state

- _"\-\.\ o —— o
f =T RS P
T T e " Foraging area ", T C“'“L‘L]"“'l .,
s Al ;7 A2 \\ K =T z"z' 3 : y \'\\
I W ) . ' = . \
) O F,.- B1 ™, g O .f [ 3km / N .I I,-"f = i [~ \
- o | ; — —
— '.\ O /J.' \\.__._‘:___.a'/ I., .-I | \‘I
~ ___: . ;f Cl \\ - _ \\ - H/.-‘ IllI
- [ |: ] | B T R ﬁ “ﬁ‘ ‘ﬁ‘
) ,-'\,3 I e - e %
i = \"r £ SN e b
i Irl‘t\-,___ = b .
A S | ~
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. @182 | @ Bee farm 2 (B1-B2) | pran
! , |
. \ 4
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'\_ il Regional level /| — — — — — — —

Fig. 1.Different scales of information collection inbeekeeping: colony level, apiary level, bee farm level and regional level.

2.1. Colony level decisions of pesticides within the foraging area, noise or other distur
Colony level decisions should be made based on individuaances close to the apiary, thefsehses.

colony measurements and monitoring. For example, based on In spite of the fact that all the colonies in apiary are

low temperaturén a colony it is possible to conclude if the bee exposed to the disturbing factor their reaction may be different

colony is in a passivel/inactive state, if other colonies havelepending on the internal state of colonies (after swarming,

temperature about 30 (Stalidzans and Berzonis, 2013 queenless etc.). Video technologies can be used for apiary

Preswarming and swarming state detection is anotheryeolon level monitoring to observe the whole apiary. Different

level challenge for automatic remote detection systems. approaches of video activation can be used to reduce the
Temperature measurements of the individual colonies seemmount of produced datMeitalovs et al., 200Qif necessary.

to be the most cost efficient way to monitor colony activity andClimate observation tools with remote connectin can be

behavioun(Zacepins and Karasha, 2Q¥&cepins et al., 20)3  applied to determine the local weather parameters.

Other parameters like air humidity, gas content, sound, video According to the measurements apiary level decisions can

and may be used as well. Still analysis of economicabe very different: visit of the apiary to examine the situation in

feasibility of different systems has to be clarified depending ordetails, transportation of bee colonies to a different place,

technological, kmatic and genetic context of particular bee feeding of be&olonies, disease treatment etc.

farms or even apiaries. 2.3. Bee farm level decisions

2.2. Apiary level decisions Farm specific problems mostly are caused by the way of
Apiary level problems are mainly related to the location ofoperation of bee farm and should be observed in all the

apiary assuming that all the apiaries of particular bee farm arapiaries beloging to the same bee farrRig. 1). The causes

treated in the same way. In this cadlethe apiary colonies are should be of technologicalrigin: wrong timing of operations,

exposed to the apiary specific factor. Some examples of apiaiipefficient medical treatment etc.

level factors are: limitations of nectar availability, application  The decisions should be based on analysis of the applied

technologies and approaches if similar deviations are not

www.bit-journal.eu 7
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observed at apiaries of a different bee farms having apiaries in One example of remote decision system is practically
the same area which should be exposed to similamapplied for indoor wintering of bees where temperature

circumstances (for instance B2 and C2 in Figlhus it is  monitoring at individual colony level is proposedatepins
critical for farm level decisions to have access to theand Stalidzans, 20)2This kind of architecture can be used

measurements of other farms in the same region to distinguidioth for apiary and farm level (Fig. 2).
between bee farm and regional éé\problems as they may
require different decisions and actions.

Wintering building
Temperature :
N Bee colony temperature
control system Sensors =5 measuroment system
" o ] -
Control device K (E J@
E! 4 y X -
% _ . innhject g, \1
3 data
Measurement ‘ \ ; |
. w’ Interface
devices i .
*) e Bee colonies dey ';"
ﬂ,'?a Actuators ’ r!
) P
%, . &
%, 6y, &=
] (’h -
% a/

-,
( Building temperature )

| =" Decision support
el i1 T 0] task—l '-_'\r':_ system
—

S
— Data analysis )
Additional uxturnnl_\ )
data /’ T Various
I & | dimensional models

D —

Fig. 2. Architecture of decision support system fobee wintering building.

> 82U bivobject gy

2.4. Regional level based decisions advantage of this system is
Similar deviations from normal behaviour of significant number of measured paneters: weight changes, ambient

part of apiaries of different farms in the same geographicatemperature, precipitation, and the temperature of the colony.
region are a signal for necessary measures at regional scake.disadvantage is the low number of monitored colonies and
Regional level problescan be caused by unusual climaticl ac k of deci sion support Sys:
circumstances (dry, wet, cold, hot), diseases of bees or planexecution and intensity of use this ®stis a good prototype
problems, detected byfor future developments.

collaboration of several bee farms by the exchange of Another regional level project is NASA Goddard Space
measurements, can be spread among all the besiee Flight Center initiated project
(including hobby ones) in the region even if they do not(http://honeybeenet.gsfc.nasa.gov/) where daily weighing of
participate in the collection of measurements. Informing abouhives by volunteers is merged with satellite d@aghtingale
problems some activities can be suggested tet al., 2008 Beekeepers can also directly monitor the weight
minimize the impact of discovered regional problems. changes to estimate the amount of incoming nectar.

Early diagnostics of deases, especially infectious ones can  Mentioned projects indicate both interest in remote data
prevent significant losses in a region directly for beekeepersollection and sharing and technical opportunitiespfactical
and indirectly for agriculturists due to reduced pollination. implementation at a regional level. Still reliable decision
Colony collapse disorder (CCD) may serve as a good exampleupport systems are needed to make use of collected data.
for regional level problemgCox-Foster et al., 2007Van 3 |CT aspects of information collection and decision
Engelsdorp et al., 2008 _ _ support in PB

Example of functioning regional level data collection 3.1 Information collection. processing and transfer
system prototype is transnational bee colony monitoring™ ™ oy ' P 9

. . . ; . A prerequisiteof the above mentioned four level based
system which operates as an international netvimckuding Iy . . . . .

. . : ecisions is a system of information collection, processing and
bee colonies in Denmark, Sweden, Norway, Latvia andd ! : . X
G e transfer. Two levels of information collection can be used: bee

ermany  [ittp://biavl.volatus.de/bsm0O/BSM.htm)l# The : : S N
farm level (information about individual colonies in different

8

etc. Information about regional

regional
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apiaries) and regionakvel (summary of information at the Task of the models is to represent various real phydizal,
level of bee farms). Bee farm level information collection is ological, economical or other processes. Usually models give a
reasonable as the lowest level of decision making assumingimplified view about process, but nevertheless information,
that all the apiaries of particular bee farm is managed by thehich is provided by the model, is useful for the detailed r
same team. The collection and anayaf regional information  search of the procegSokolowski andBanks, 2009 Models
can be performed by regional governments, beekeepearan be divided in two categories: identification (qualitative)
societies or temporary projects. and quantitative modelgHoljushkin and Grazhdannikov,
While developing farm level systems it is crucial to decide2000. For instance, identification model could be usedde d
about information processing and transfer options, because it termine if colony is in tB preswarming state where the answer
possible to procesdata onsite and transfer just a summaryori s “yes” or “no” . A quanhb-it af
transfer all the raw data to a remote computational centre fastance, the number of bees in the colony in particular date
further processing. The decision about local or centralizedvhere the answer is a number of bees.
information processing can significantly influence the costs of DSS may use different combinations of different model
system. That can be vemnportant issue depending on the types b suggest particular decisions to the beekeeper.
processing peculiarities of particular parameter. For instance, Authors propose to divide decision making process in three
the result of temperature or humidity measurements is just kevels (Fig. 4):
digit that does not request much processing and even transfer § input data level where all needed data about process

of that information is cheap. That different in case of sound and object should be defined;
measurements or video recording where both processing and q model level- where input data is used by various- di
transfer are much more complicated and costly. ferent dimension models with main aim to determine the

Apiaries which are located in sites without centralized object state and status of the process;

electricity supply have another problem: energy source. ¢ decision level where model outputs are analysed with
Dependingon a solution (batteries, solar panel, wind generator  main aim to choose the right decision (beekeepingasper
etc.) additional limitations may appear having impact on the tjon to ke performed).
feasibility of PB system of intere§Zacepins et al., 203 Different states of colony, apiary, bee farm and region can
3.2. Decision support systems (DSS) be recognized with different level of reliability. Therefore,
The secondstage of PA approachdata analysis-can be  depending on the importance of detected state and importance
performed by the beekeeper interpreting received datar- Info of immediate action DSS may be delegated to make seme d
mation technologies can at least partly replace a specialist igisions automatically or request the analysis of proposeid dec
case of large data amount or if continuous analysis issnecesjon by a specialist in data processing or beekeeper. Thus the
sary. such approach coutelp beekeepers which hardly could combination of ICT applications in data collection and data

interpret the data by themselves. The computational support @halysis can give important new tools for PB applications at
beekeepers can be done using DSS where different algorithniee farm andegional level.

and models can be implemented (Fig. 3).

o et N 4
Precision Beekeeping \PB tool Nr. 1/%
control system ;77\\
> ( PB tool Nr.n
______/
Data
w/ Sensor Network (PB tool) \ ol
\\ / ;’”””’””””””””’ ”’””””””””””"}
M odel based recognition of
Decision about control actions the object state |
(f.i. add queen to queenless -
colony, split a colony) DSS p |
 State (f.i. queenless colony,

preswarming)
Fig. 3.Diagram of information flow for DSS implementation in PB.
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Three level decision making process is proposed: input data

Input datalevel level, model level and decision level. It is proposed to use

@1 @'2 @'3 @ " interaction between quantitative and qualitative models.
References
L L Cox-Foster, D.L., Conlan, S., Holmes, E.C., Palacios, G., Evans, J.D., Moran,
All input data N. a, Quan, PL . , et al . (2007), “A metag

honey bee col on ySdenae (Neve Yos,eN.Yd/ol.88r d er
No. 5848, pp. 283. http://dx.doi.org/10.1126/science.1146498

Van Engel sdorp, D. , Hayes, J. Unde
survey of honey@e col ony | osses in the U. S
i L L L L L Model PloS one Vol. 3 No. 12, p. e4071.
level http://dx.doi.org/10.1371/journal.pone.0004071
M1 M2 M3 M4 M5 Mn Holjushkin J. P. and Grazhdanni kov, E.D.
ar heol ogi c hkasdifikagionnoea raokldli v "arheologicheskom
L L L L i naukovedenie
McBratney, A, Whelan, B, Ancev, T. and Bouma,
©c 06666606066 06beowoes.e directions of pRreeisian dgriculture Yol 6,ip &1 t ur
Outputs of all Decision 23.
\ models level Mei t al ovs, J., Hi stjajevs, A and

v

Decision taking module

'

+ D1 Dn

D 2 &

Mi crocl i mate Contr ol | edS8tBletarationale Ob
Scientific Confernce AEnNgi delgava,r i nc
Latvia, Lavia University of Agriculture, pp. 26271.

Morais, R., Fernandes, M. a., Matos, S.G., Serodio, C., Ferreira, P.J.S.G. and
Rei s, M. J. C. S. ( 2-Pdvdred, wirefeds acquisgidd e e
device for remote sensing applications in precision viticulture,
Computers and Electronics in Agricultyr&ol. 62 No. 2, pp. 94106.
http://dx.doi.org/10.1016/j.compag.2007.12.004

Nightingale, J.M., Esaias, W.E., Wolfe, R.E., Nickeson, J.H. Ma, P.L.A.

Fig. 4.Three levels of the decision making in DSS. (2008), “Assessing Honey Bee Equi.
4 C USi using Satelitdber i ved P HRARSS @09g-, 2008 IEEE
-~ Lonclusion International Geoscience and Remote Sensing Sympo&&s, pp. -

ICT can be app“ed at two phases of Precision Beekeepin 763l —766.http://dx.doi.org/10.1109/IGARSS.2008.4779460

. ; ; : obert, P. and Stafford, J. (1999),
(PB): data collection and data analysis. Data collectio status i iConfeferme dd BrécisiorAgricultunp. 1933,

indUdeS' the data collection on the colony _Ievel, datasokolowskj J.A. and Banks, C.M. (2009rinciples of Modeling and
processing and data transfer to make them available for the Simulation New York, Wiley, p. 257.

specialist or decision supg system. Rational compromise http://dx.doi.org/10.1002/9780470403563.index
between local processing of information and transmission of t 2! 1 dzans, E. anemp@aurexiangessaboveAhe uppet 0 1

. . . hive body reveal the annual develo
rjnprocessed information has to be found depending on several computers and ~Electronics in  AgricultyreVol. 90, pp. 16.
actors. http://dx.doiorg/10.1016/j.compag.2012.10.003

Decision support systems (DSS) are proposed to automateerry, B. (2006)Precision Agriculture Thomson Delmar I?arning, p. ?24.
data analysis. Continuous operatiomdahigh processing Whe;ag'rB'\i" i”ﬂ ':ACtBrSt?eZ’Pﬁc.ia'am( A;i(zm?mo e?\nbt 2 bg 2665279 null b
capacities of electronics thus can be u_sgful help in PB. DSSxcepins, A and Karasha, T. (2013), “ Ap
may be delegated to make some decisions automatically or measur ements for the be eProceedingsmfy mo
request the analysis of proposed decision by a specialistindata t he 12th International Scientific
processing or beekeeper De v el o pegavatlLatvia, pp. 12631.

. ZacepinsA., Stalidzans, E. and Karasha,

Several levels of decisiomsin be made using PB approach 'y e ci si on agriculture me aPRraceedinge nt
based on different level of information: colony level, apiary of the 12th International Scientif
level, bee farm level and regional level. Two levels of Dev el o plegavatlatvia, pp. 16469. )
information analysis can be used: bee farm level (informatior?acip;‘SSAt' er‘nd . %tr a 'h'odnzeay” e eE ’ n(dzooolr 2 )W'i . tAerr
about individual CO!OmeS n different apies) and regional Proceedings of 13th International Carpathian Control Conference
level (summary of information collected at the level of bee (ccc), 2831 May 2012High Tatras, pp. 72Z75.
farms). Bee farm level information collection is reasonable agacepins A, St alidzans, E. and Meitalov

o ; iar I nformation Technol ogi Rraceedings ofPthee c i s
the lowest level of decision assuming that all the apiaries of 11th International Conference on Precision Agriculture;18July 2012

particular bee farm is managed by the same team. The |ygianapolis, IN, USA.
collection and analysis of regional information can bezhang, Q., Li,J. and Rong, J. (2011), “App

performed by regiona| governments, beekeeper societies or f or e slEBEEY20T1 10th International Conference on Electronic
temporary projects Measurement & Instruments  IEEE, pp. 320323.

http://dx.doi.org/10.1109/ICEMI.2011.6038006

www.bit-journal.eu 10


http://dx.doi.org/10.1126/science.1146498
http://dx.doi.org/10.1371/journal.pone.0004071
http://dx.doi.org/10.1016/j.compag.2007.12.004
http://dx.doi.org/10.1109/IGARSS.2008.4779460
http://dx.doi.org/10.1002/9780470403563.index
http://dx.doi.org/10.1016/j.compag.2012.10.003
http://dx.doi.org/10.1109/ICEMI.2011.6038006

Biosystemsand Information Technology (2013 Vol.2(1) 11-14
DOI: http://dx.doi.org/10.11592/bit.1305( 3

original scientific article

Determinition of best set of adjustable parameters with full search
and limited search methods

Ivars Mozga

SIA TIBIT,Dobeles iela 18, LV-3001, Jelgava,Latvia
ivars.m@gmail.com

Received26 May 2013 accepted: 30 May 201published online31 May 20B.
This paper has no supplementary material.

Abstract: In case of optimization of biochemical networks the best combination of adjustable parameters has to be found keep
low the costs of modification of biochemical network and reducing the risk of unpredicted side effects of processeseoutside
scope oflie model. Dynamic models of biochemical networks usually are in form of system of differential equations and thereft
can not be optimized analytically. Usually they are optimized using computationally demanding global stochastic optimizati
methods whic may have hardly predictable duration of optimization. Optimization of all the possible combinations is necessary |
find the best set of adjustable parameters per number of parameters in combination. Due to the combinatorial exploiion the
search ofen is not feasible approach if computational and time resources are limited.

In this study the performance of full search is compared with forward selection and three metabolic control based metihods wt
need significantly less combinations to be exarhirieis found that forward selection is a good compromise in case of larger
number of adjustable parameters where the number of possible combinations exceeds the available resources needed fo
search in the adjustable parameter space. It is propasezbmbine full search for small number of adjustable parameters with
forward selection at larger number of adjustable parameters per combination.

Keywords: ranking, adjustable parameters, optimization, dynamic model, biochemical networks

1. Introduction 2012. Application of parallel optimization runs is proposed to
The development of models of biochemical rOCessesanaIyze(Kostromins et al., 20)2and automatically detect the
P P oment of termination of optimization run&ulins and

gegt% rgisbig]ge Z?S?O:thgat?ck blirollothe V\(/jhei::/ﬁl(i)r?l?l?rnﬂﬁ(ledls ig talidzans, 2012 Still those attempts remain computationally
y gy Y gy P consuming and request analysisf darge amount of

the development of biotboological, medical and combinations
environmental solutions. In case of dynamic models parameter ! :
y P There are several approaches based on some metabolic

estimation(Mendes et al., 2003oles et al,, 200:3Rodriguez network specific features. A method that uses all the enzymes

Fernandez et al., 20P& often used to find the correct values on the way between substrate and product is proposed by

of model parameters to repeat the process of interest. Desiqg
! ) acser and AcerenzgKacser and Acerenza, 1993 The
task (Mendes and Kell, 1998s performed to find the most advantage o f thi s approach

effective manipulation with adjustable parameters of thedisadvantage is the fact that good increase of objective

process ofnterest. Global stochastic optimization methods are, . .
often used to solve both kind of taskK®anga, 2008 flIJ\PEt'lon cagoi)e Frgezched ?JSO dusmg slm aggr ;3 ofbell"_nzymes
RodriguezFernandez et al., 20p6Some disadvantages of (Nikolaev, .O odriguezPrados et al., 2003 Meta ol

. TR Control Analysis (MCA) approacti-ell, 1993 based solutions
global stochastic optimization methods are 1) the hardly A d o 200 Hatzi ikati
redictable duration of optimizatiofMozga and Stalidzans are proposedAcerenza an rFega, QOHatzimanikatis,
P ' 1999 Magnus et al.,, 20Q9RodriguezPrados et al., 2009

20113 Nikolaev, 2010 and 2) possible stagnation in ldca . .
. . i . X Stephanopoulos and Simpson, 1p9till most of them need
optima (Mozga and Stalidzans, 20%1Bulins and Mednis, transformation®f models thats hard to automate.

2012. In this study several simple approaches including MCA

e etk e ones ae tested on ther effcincy and compared i
y J b | combinatorial search. The tested approaches examine

Zit'se%;r:n::fI:nZZZ'Srge:n::ﬂ;eiﬁg Iti\éelbcé];];i/rirg{?r”gf brﬁg/:/;;?r}rs]mall number of combinations which is close to the number of
b apjustable parameters. The execution of all tested methods can

case of parameter es_tlmauon_tas!( or the necessary level Be performed without transformations of models and can be
improvement of objective function in case of design task. The

problem appears becausé the combinatorial nature of the a:Jtonlwat_e dH Testst a}rezopelrformed using model of yeast
task when the best combination of limited number of97°° y5|s.( ynne etal,, 200

parameters has to be fourf®harkya and Maranas, 2Q06 2- Materials and methods

Yousofshahi et al.,, 2013 One of approaches is to udeet 2.1. Optimization task and software

optimization potential to find out when further improvement  Yeast glycolysis mode{Hynne et al., 2001downloaded
becomes impossibléMozga and Stalidzans, 20%1bMozga, from Biomodels data bagee Noveére et al., 200Q6s used as a
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test model for optimization. The model contains 2 corresponds to the objective function is removed. That is
compartments,24 reactions and 25 metabolites. Obijective similar to the backward elimination approach. The process is

function in all optimization runs was completed whe all the parameters are removed from the set of
adjustable parameters. The number of tested combinations in
_ Ethanol flow +5* Ethanol flow this case also equals to the number of adjustable parameters
Glumseauptake (15).

2.2.4. Forward selection
Concentrations of enzymes catalyzing 15 reactions were Forward selection method starts with no adjustable

chosen as total set of adjustable parameters. CORA®Ips  paraneters in the model and tests the addition of each
et al., 2009, build 30, is used as optimization tool. Particle adjustable parameter using objective function as criterion
swarm optimization method is applied with following method adding the adjustable parameter that improves the objective
parameters: lteration Limit: 2000; Swarm Size: 50; Std.function the most, and repeating this process until all
Deviation: 1e06; Random Number Generator: 1; Se@dThe  adjustable parameters are itwed. The number of optimized
values of adjustable parameters were allowed to change withicombinations for n adjustable parameters is equal to their sum:

a wide range from99% up to 1000% from their initial values. n

“Steady state” subtask of optimization adwas chosen to re
solutions without steady state. ConvAn softwé@festromins i=1

et al., 201Yis used for analysis of optimization dynamics. That is significantly bigger number than the one for 1st,
2.2. Ranking methods 2nd and 3rd methods. In the experiment only up to eight

Computationally demanding full combinatorial search of adjustable parameters per combination were examined because

the possib|e space of adjustab|e parameter combinations the maximal pOSSible value of Objective function (equals to the
compared to several alternatives: forward selection method arone of all 15 pameters) was already reached and further
three MCA based methods. The proposed MCA methods araddition of adjustable parameters could not increase it.
applicable without any trations or analysis of the 2.2.5.Full search
biochemical network like other MCA based methods Fulle search is the most demanding approach in terms of
(Acerenza and Ortega, 200Hatzimanikatis, 1999Magnus et  Computational costs because of the large number of
al., 2009 Stephanopoulos and Simpson, 1p®finging the  combinations. The number of mbinations of m parameters
advantage of possible automation of the model analysis as @t of n parameters can be calculated by formula:
single task. Flux control coefficients (FCC) or concentration # A A A
control _coefficie_nt_s (CCC.) are used _deper_wding on _the The number of all possible combinations with up to n
ﬁﬁgrizss"gn soefr\?gjse“;i fl;ncgglc'hf;ﬂrlfogf'Zavtglrlﬁltiziargp g:heardjustable parameters out of n can be calculated as follows:
methods. 5 LA
2.2.1. st method ’ AT 1T A

The 1st method starts with no adjustable parameters in the Therebre the number of combinations of parameters is

model and adds the next adjustable parameter with the larg&gfcreasing very fast and reaches 32767 possible combinations
module of flux control coefficient (FCC) of initial model ¢, up to 15 parameters out of the set consisting of 15
(before optimizations) that corresponds to the ObjeCtiveparameters.

function. That is repeated until all the adjustable parameters Thus the screening of all the combinations with
are involved. In each step the values of adjustable paramete&%timization runs is very demding in terms of time and
reached in the previsustep remain fixed. The number of .ompytational resources. complicated or almost impossible
tested combinations in this case corresponds to the number gfe 1o the huge number of combinations and unpredictable
adjustable parameters. In case of proposed model that is 15. 4timization time to reach the global optimum close objective
2.2.2. 2nd method function value (Mozga and Stalidzans, 201LaThe main

_ The 2nd method is similar to the 1st method. The only,qyantage is that checking all the possible combinations it is
difference is that the RC coefficients of a steady state after guaranteed that the best one is found.

optimization of all adjustable parameters in one set are takeN p e to the high number of combinations this method is

into account calculating the largest module of FCC thatyerformed for only up to three adjustable parameters. That

corresponds to the objective function. This method takes intoneans 150mbinations of one parameter, 105 combinations of
account the best possible improvementhe model instead of 5 parameters and 455 combinations of three parameters
the initial state of the model which is not changed “”der(totally 475 combinations) are examined.

influence of the objective function. The number of tested . :

combinations in this case corresponds to the number of- Results and discussion

adjustable parameters. In case of proposed model that is 15 The best values of objective function per number of

2.2.3. 3rd method adjustable parameters in combdioas (Fig.1) demonstrate big
The 3rd method is reverse compared to the 2nd one: thedvantage of full search method over the other ones at small

starting point is a model which is optimized with all the humber of adjustable parameters. The main drawback is the

adjustable parameters in one set. FCC of the optimized mod&ery high number of searched combinations (475) compared to

is used. The main difference is that the initial state issale 3, 3, 114 and 6 combinations for 1st, 2nd, &rdl forward

the adjustable parameters are included and in each step tRglection methods.

adjustable parameter with the smallest module of FCC that
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Fig. 1.The best values of objective function per number of adjustable parameters in combinations for compared methods.
Forward selection method is applied for up to eight parameters. Full search is applied for up to three parameters.
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Abstract: Many combinations of adjustable parameters should be tested in optimization experiments of biochemical networks
find the smallest subset of parameters enabling the ibgabvements of objective function both in case of design task and
parameter estimation task. In case of optimization with global stochastic optimization methods one of the problems is
termination of the optimization run looking for a good comprorbeteveen spent computational resources and probability that the
best found value of objective function will be the global optimum. Longer runs increase the possibility to each thetighaival op
Automatic termination criteria in case of consensus or stagnation of parallel optimization runs have been proposedd®srriteri
automatic termination. Varying the consensus and delay time settings different probability of reaching global optimum ai
duration of optimization can be reached. It is proposed to modify automatic optimization termination criteria of parallel
optimization runs applying upper limit agreement of a number of parallel optimization runs. Automatic application ofmipper li
agreemehwould reduce the duration of scanning of the whole space of combination of adjustable parameters. This approach
tested on the yeast glycolysis model with six adjustable parameters using COPASI, CoRunner and ConvAn software for
parallel optimizaton runs per combination of adjustable parameters.

Keywords: optimization, termination deria, global stochastic optimization methpdrallel

1. Introduction 20113. Application of parallel optimization run&ulins and
Stalidzans, 201)2with consensus and stagnation criteria is
proposed to automatthe termination of optimization runs
(Sulins and Mednis, 20})2

Modelling becomes more and more importantt paf
engineering cycle of biochemical procesg@anga, 2008

Hubner et al., 20%3,IMauch et al., 2001 Optimization is one It is proposed fto modify automatic optimization

Orarfg;?nar?ggl:)cfagot?iocﬂgtrjrica?fnertnv?:reklI:‘S?Iindlrl?spt;icglnn%r ?Seestermination criteria(Sulins and Mednis, 20)2of paralel
P purp timization rungSulins and Stalidzans, 20)Lland use upper

the goal s to use as few as possiblg alterations to the .systemlcfﬁﬂt agreement of a number of parallel optimization runs to
reach industrially interesting stra{iNikolaev, 2010 Pentjuss reduce the duration of scanning of the whole space of

et al., 213 Rodr guez-Acosta et al., 1999Trinh and Srienc, combination of adjustable parameters. This approach is tested

2009 Unrean et al., 2090 . .
. . S n theyeast glycolysis model of Galazzo and Bai{@&alazzo
The necessity to find the best combination per number Ognd Bailey, 199pwith six adjustable parameters

adjustable parameters leads to combinatorial explosion o ;
combinations of adjustable parameters which have to bé- Materials and methods

optimized (Stalidzans et al.,, 20)2 Therefore, automati 2.1. Model and optimization task setting

screening of all the possible combinations becomes important. The yeast glycolysis mod¢Galazzo andBailey, 1990 is
Unfortunately the systems of differential equations describingused as an optimization task example. The optimization task is
dynamics of biochemical networks can not be solvedset according to thén silico optimization experiments of
analytically and global computationally expensive stochasticethanol production performed by Rodrigegeosta on the
optimization metbds are used due to variety of reasonssame mode{Rodr guez-Acostaet al., 1999. Concentrations of
(Banga, 2008Mendes and Kell, 19980ne of the problems of six enzymes catalyzing reactions ATPase, GAPD, Glucose in
global stochastic optimization methods is the decision abou{Glu), Hexokinase (HK), Phosphofructokinase (PFK) and
the termination of optimization run becausigis kind of  Pyruvate kinase (PK) are chosen as adjustable parameters. 63
methods can not guarantee global optima{Banga, 2008 combinations of six adjustable parameters (upx@st of six)

That can be compensated by longer optimization runs. Thare optimized. The range of changes of adjustable parameters
optimization can be terminated when there are no changes &f set within range from99% to +900% (from 108bld

the best value of the objective functiar fa longer time. Due decrease to fbld increase) from their initial values.

to stochastic nature the duration of optimization procedurévaximization of the flow through reaction Pyruvate kinase
becomes hardly predictablgMozga et al., 20L1Nikolaev, (PK) (propational to the ethanol production) is set as the
2010 even for the same model and constant number obbjective function. Generally the proposed approach upper
adjustableparameters in combinatiaiMozga and Stalidzans, limit agreement can be used also for minimization tasks.
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2.2. Software tools and optimization settings 2.3. Determination of upper limit

The experiments are performed usi@®PASI(Hoops et Consensus of two and more optimization runs at the best
al., 20064 Build 35 as the optimization tool. Particle swarm value of objective function is tested as termination criterion of
optimization method was used with following settings: parallel optimization runs of global stochastic optimization
iteration limit 30000, Swarm Size 50, Std. Deviatiowe-Q6, methods (Fig. 1). The best value of objective function for each
Random Number Generator 1 and Seed 0. Steady statsku combinaton of adjustable parameters after reaching the
is selected. consensus (as described in section 2.2) is set as global 100%

CoRunnersoftware (Sulins and Stalidzans, 20L& used value to assess the effect of less demanding consensus criterion
for management of parallel optimization runs of COPASI files.on the reduction of objective function value. The necessary
Parallel optimization runs are stopped when all the five paralletime to reach for comfisus (as described in section 2.2) is set
runs have reached consensus with consensus corridor 1 % aasl 100% of optimization time to assess the reduction of
delay time 15 minutes. The data about the dynamics of theptimization duration using upper limit agreement criteria.
objective function values of these optimization runs are used a®nly combinations of adjustable parameters which reach
test case to examine the reliability of proposed optimizatiorconsensugSulins and Mednis, 20}2re used in this study.
termination criteria which are less demanding than consensus. Upper limit agreement of two (three, four..) runs

ConvAn software (Kostromins et al., @12) is used for termination criterion is satisfied when within 1% consensus
discretization and analysis of convergence dynamics of paralleorridor of the best objective function value among all the
optimization runs. The discretization step is set at 60 seconds.parallel runs are two (three, fou) best values of objective

function of parallel runs. There is no delay time applied (delay
time=0).

94.9 4--

Increase of best value of objective
function (%)

3.7%
90 |37 .

44 .44%

0 20 40 60 80 100
CPU time (%)
Fig. 1.Determination of upper level agreement for two and more parallel optimization runs angorresponding losses of
best value and savings of computational time. 0% and 100% of increase of objective function best value correspond to the

value of model before optimization and after delay time of consensus correspondingly. 100% of optimization time
correspond to 1620 seconds.

3. Results combination, 17/3 for three adjustable parameters in
combination, 19/1 for four adjustable parameters in

theEc?ljlrlaetriofr(r)?lr;at':ﬁgizzftigr? rglrlgl t?\gt?ézs?tl\?aﬂureur;? cr,%q:;?\/secombination, 5/1 for five adjustable parameters in combination
. . P 7 o) and 1/0 for six adjustable parameters in combination. Totally
function (Fig. 2). Totally 63 combinations consist of

. S five out of 63combinations stagnated and are not included in
correspondlng_ly 6.4, 20, 15, 6 and_l comb!nat!ons of1, 2,3, the calculations for Fig. 2. There is no statistics about the case
4, 5 and 6 adjustable parameters in combination. The number.~_. : . oo

o . of six adjustable parameters as there is only one combination
of combinations that reached consensus/stagnation state a8 cible
correspondingly 6/0 for one adjustable parameter in” '

combination, 15/0 for two adjustable pareters in
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Fig. 2 Reduction of objective function value and on the increase of optimization time for one (a and b), two (c and d), three
(e and f),four (g and h) and five (i and j) parameters correspondingly. Error bars demonstrate the standard deviation at
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